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Abstract—Voltage overscaling has received extensive attention in the last decade as an attractive paradigm for systems in which
resulting timing errors and thus a loss in accuracy can be accepted in exchange for an increase in energy efficiency. At the same time,
the delay of a circuit is, in turn, and in addition to voltage, also subject to temperature and aging. Existing work has largely studied
voltage overscaling in isolation. This ignores interdependencies with temperature and aging, which can lead to wrong or misleading
conclusions. In this work, we are the first to model the combined impact of voltage, temperature and aging on the delay of circuits
towards investigating the actual existing trade-offs between efficiency and accuracy provided by voltage overscaling. We show that
analyzing voltage in isolation overestimates timing errors and thus underestimates the voltage scaling potential. We further develop an
approach that leverages interdependencies to optimize energy, delay and accuracy trade-offs. We precisely translate the individual and
combined impact of voltage-, temperature-, and aging-induced delay increase into corresponding probability of error (Perror). This
reveals that the same amount of timing increase results in different error probabilities depending on the origin (i.e. voltage, temperature
or aging). For the same timing increase, voltage reductions result in the smallest Pe,o compared to temperature or aging, while also

reducing temperature- and aging-induced delay increases themselves. This allows voltage reduction to be employed as an effective
means to minimize delay, reduce energy and thus maximize efficiency under a given upper bound on error probability. We apply our
approach to multipliers in GPUs exploring the trade-off between efficiency and accuracy. We demonstrate how only accounting for
voltage scaling alone leads to a considerably larger Pe,ror (74% on average) than in reality. Our investigation also shows that for the
same Pe.,ror constraint, optimizing for combined voltage, temperature and aging effects results, on average, in 116% better

energy-delay product (EDP) compared to state of the art.

Index Terms—\Voltage Overscaling, Approximate Computing, Efficiency, Accuracy, Guardbanding, Reliability, Aging, BTI, Temperature

1 INTRODUCTION

OLTAGE overscaling has been extensively researched as
V an effective means to increase efficiency of circuits that
can tolerate errors to some degree. Voltage (Vz4) reduction
provides quadratic savings in dynamic power along with an
exponential saving in static power [§]. However, reducing
Vaqa without proportionally decreasing frequency leads to
errors due to timing violations because of the unsustain-
able clock circuits will be operated at. With increasing
severity of energy, variability and reliability concerns in
current and future technologies, many better-than-worst-
case design methods have been proposed to cope with
such errors [6]. Furthermore, many systems, especially in
the embedded domain, can inherently accept errors [7] or
employ fault-tolerance mechanisms, such as redundancy
or error correction, to protect against different sources of
runtime faults. In all cases, systems are designed to tolerate a
certain level of component errors, which voltage overscaling
can trade off in exchange for significant efficiency gains.
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In addition to voltage, the delay of circuits during op-
eration is also subject to different kinds of degradations.
Their impact can range from millisecond scale, such as in
temperature effects [1]], [2], to significantly larger time scales,
e.g. in aging effects [3]-[5]. Both temperature and aging
will naturally and inevitably take place at runtime, which
aggravates the occurrence of timing violations caused by
voltage overscaling. At the same time, reductions in Vg will
lead to reductions in temperature- and aging-induced delay
degradations. As such, there is a counteracting relation-
ship between the inherent (primary) and temperature- and
aging-driven (secondary) delay effects of voltage scaling.

Existing work to trade off efficiency with accuracy using
voltage overscaling has traditionally studied voltage scaling
in isolation. Similarly, error and delay trade-offs have been
explored for different aging or temperature degradations
individually [2]], [4]. However, to the best of our knowledge,
no existing work has looked at the combined impact of
voltage, temperature and aging on timing, errors and energy
efficiency when aiming for voltage overscaling. This ignores
interdependencies and leads to inaccurate observations and
conclusions in accurately evaluating the full potential, trade-
offs, benefits and limitations of voltage overscaling.

1.1

In this work, we present a novel approach to investigate
voltage overscaling and timing error behavior under the
joint impact of voltage, temperature and aging effects. This
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first and foremost necessitates to correctly model the re-
lation between voltage, temperature and aging and their
combined effects on delay, energy and probability of error.
Using such models, we precisely evaluate actual trade-
offs and demonstrate, for the first time, a methodology to
maximize energy-delay efficiency under an overall error
goal while accurately considering joint effects. Our results
show that studying degradations in isolation or simply
using delay increase as a metric to quantify degradations
do not accurately capture real behavior at the system level,
where the full potential behind voltage overscaling is larger
than what a traditional isolated analysis assumes.

We focus in this work on errors due to timing violations
(i.e., errors caused by degradation-induced circuit delay
increases due to temperature, voltage and aging effects),
which are traditionally protected against by means of timing
guardbands. Other error sources, such as soft errors, are
orthogonal to this work and need to be protected against
by other means such spatial and/or temporal redundancies.
In general, they can be independently treated and analyzed,
where results can be combined with our analysis to obtain
overall error behavior as a function of voltage.

Our novel contributions within this paper are as follows:
(1) We link the physical level where degradation effects
originate all the way up to the system level where errors
finally occur to model precise energy-delay-error trade-offs
under joint voltage scaling, temperature and aging effects.
To achieve that, we create degradation-aware cell libraries
that account for combined impact of voltage, temperature
and aging. This allows designers to accurately obtain timing
behavior of circuits under voltage overscaling.

(2) We further introduce methods to analyze detailed circuit
behavior and break down root causes of timing errors in
circuits optimized for both energy and performance. We
demonstrate how different degradations (e.g., temperature,
aging and voltage) cause different delay increases and how
they, for the same maximum delay increase, result in dif-
ferent delay characteristics and thus probabilities of error,
where voltage degradations contribute larger delays but
have fewer impact on errors than temperature or aging
ones. This confirms complex existing relationships between
different degradations, delays and errors that necessitate
accurate modeling and a holistic analysis.

(3) We propose a design methodology that builds on our
models and observations to trade off accuracy with both
energy and delay efficiency. For a certain error constraint,
it determines the minimum sustainable V;4 under the joint
impact of voltage, temperature and aging. Our approach
leads to a significant efficiency increase by simultaneously
a) minimizing temperature and aging guardbands and b)
maximizing energy savings.

1.2 Preliminaries and Background

Viaq reductions provide quadratic and exponential savings
in dynamic and static power, respectively [8], as follows:

denamic = aCVd2df (1)

Pstatic = Vdd X Ioff ; Ioff ~ e(Vdd*Vth) (2)

Here, a is the activity factor, C' is the load capacitance, f is
the operation frequency, and I,y is the leakage current.

At the same time, reducing V4 directly increases the
delay of a transistor, gate or circuit (see the linear relation
in Eq. 3) [8]. In addition, it also reduces the transistor drain
current (I,,,), which, in turn, leads to an additional increase
in the gate delay (see the quadratic dependency of I,, on
Vaa in Eq. @) [8]:

OV, 1 1
= 4 (IonN + IonP (3)
Lon % & - (Vaa = Vin)? @)

When the gate delays become larger, the overall critical path
delay of a circuit (t.,) enlarges as well. Hence, unless the
clock period is adjusted accordingly, errors caused by timing
violations will appear due to the unsustainable frequency:

1
f = r ;tcp - Z Td(i) (5)

cp i€cCP
Via = 74(1) /5 Vaa = Lon \= 1a(i)

Ti(i)/ = tep,/' = Errors due to timing violations!

Here, 74 (i) is the delay of gates that contribute to the
critical path (C'P). I,,n and I,, p are the drain currents of
nMOS and pMOS transistors in the “on” state (i.e. saturation
region). p and Vy, are the transistor carrier mobility and
threshold voltage, respectively.

Temperature and aging effects: Both short- (i.e., temper-
ature) and long- term (i.e., aging) reliability degradations
share similar characteristics. They both originate from phys-
ical effects and then propagate all the way up to the system
level, where they ultimately cause errors due to timing
violations. Temperature and aging alter the key parameters
of MOSFET transistors, such as V;;, and . This, in turn,
reduces the drain current (I;) when the transistor is in the
“on” state (see Eq.[4). Hence, aged transistors or transistors
under high temperatures become slower. Thus, the delay
of standard cells increases. As a result, the delay of critical
paths in a circuit enlarges, leading to timing violations be-
cause the clock frequency becomes unsustainable (see Eq.
and [5). To compensate temperature- and aging- induced
delay increases, a timing guardband needs to be added on
top of the maximum delay of a circuit under nominal con-
ditions [4]. A guardband ensures that timing is always met
under all conditions [4]. Such timing guardbands consist of
multiple components: a guardband to cope with tempera-
ture effects (T,3) [2], estimated at the maximum temperature
that can be reached during the operation of circuit (e.g.,
125°C), and a guardband to cope with aging effects (A4) [4],
[5], estimated at the end of the projected lifetime (e.g.,
10 years). However, including timing guardbands directly
leads to efficiency losses requiring circuits to be clocked at a
lower frequency to ensure reliability:

f.qb =

= = < f = efficiency loss! (6
tcp + Tgb + Agb f.‘]b f y ( )

In our work, we target aging mechanisms that alter the
electrical properties of transistors (e.g., threshold voltage,
carrier mobility, etc.), which lead to delay increases. In our
experiments, we demonstrate our approach using Bias Tem-
perature Instability (BTI) because it is the dominant aging
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Fig. 1. Impact of voltage reductions on reducing the overall power
and thus temperature. Beyond 0.7V, further reductions in power and
temperature occur, but the induced delay increases become significant.

mechanism in planar and FinFET technologies [3]. However,
our approach is not limited to BTI, and other aging phe-
nomena that also impact the delay of circuits, such as Hot
Carrier Injection (HCI), can be straightforwardly included
as will be explained in Section Aging mechanisms that
do not influence transistor delay itself but instead lead to
permanent errors, e.g., Time-Dependent Dielectric Break-
down (TDDB) and/or electromigration in interconnections,
are orthogonal to our work and, similar to soft errors, can
be treated separately and then combined with our analysis
methodology to obtain overall error probabilities.
Interdependencies between temperature, aging and volt-
age: Reductions in Vg also affect circuit delays and are
equally protected against using corresponding guardbands
in traditional designs. In addition, however, V44 also directly
affects temperature and aging. As explained earlier, reduc-
ing V44 leads a considerable saving in power, which, in turn,
results in lower operating temperatures due to reductions
in on-chip power densities. In Fig. |1, we present an example
of the potential saving in power when Vy, is scaled down
from 1.2V to 0.7V along with the resulting reduction in
temperature obtained from our experimental setup (details
in Section[6.1).

Lower temperatures result in increased carrier mobilities
 [1]], which reduces circuit delays. Finally, the mechanisms
underlying defect generation in aging also have a very
strong dependency on both voltage and temperature [3],
[9]. A reduction in V4 strongly decelerates aging not only
due to the smaller electric fields akin to the lower Vg4 but
also due to the lower temperature. Using a physics-based
aging model [3], Fig 2] demonstrates the dependency of BTI-
induced degradation (i.e. AVy,) on Vg and temperature 7.
Note that BTI degradation over time follow a power law
with an approximately 1/6 exponent [3], [58]. As shown in
Fig@ reductions in Vg or T result in less aging (i.e. smaller
AVyy). In theory, this allows temperature and aging effects
along with their guardbands to be mitigated using voltage
reduction. However, operating circuits at lower than their
nominal voltage comes with a considerable delay increase
and thus trade-off itself, as explained earlier.

In summary: Reducing V4 increases circuit delays, which
leads to timing errors when clock frequencies are not
scaled in proportion. In reality, circuits are already protected
against worst-case temperature- and aging-induced delay
increases using timing guardbands. As a result, as long as
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Fig. 2. Impact of reducing temperature and voltage on mitigating the
aging-induced degradation, quantified by threshold voltage increase
(AV4p,) in 45nm pMOS transistors. Note that the x-axis has a log scale.

circuits are not operated at worst temperature or age, these
guardbands will also absorb some of the delay increases
and hence timing errors due to voltage overscaling. In
addition, scaling voltages will also reduce temperature and
aging degradations, thus reducing combined delay increases
and hence further mitigating timing errors. In fact, under
scaled voltages, maximum temperature and aging will also
be reduced, leaving extra guardbands to absorb voltage
scaling delays even under worst-case conditions. Thus, in
other words, voltage can be scaled further and thus energy
be minimized[] compared to an isolated analysis that does
not consider temperature and aging under a given upper
bound on probability of errors. Alternatively, guardbands
can be narrowed to match improved worst-case conditions
and thus increase performance when scaling voltage.

In all cases, voltage overscaling increases circuit de-
lays but mitigates degradations, where combined effects at
different voltage and hence energy levels depend on the
exact trade-off between voltage- versus temperature- and
aging-induced delays and errors. This provides the oppor-
tunity and need to investigate trade-offs between errors and
energy-delay efficiency in the context of combined voltage,
aging and temperature degradations.

In this work, we consider planar MOSFET technology at
the 45nm node for all our quantitative results, background
analysis and experiments. Cell library characterizations (de-
tails in Section are done using HSPICE simulations for
the typical-typical corner in which the combined effects of
voltage, temperature and aging are modeled. Since we target
performance-critical designs operated at or near their nom-
inal base frequency, we limit characterizations to the super-
threshold region above 0.7V. As such, all results presented
in this paper are specific to this technology setup. However,
interdependencies between voltage, temperature, aging and
delay will exist in other technology nodes as well. Our
proposed method for cell library characterization and joint
error analysis/optimization is general and can be applied
using other base technology libraries and models. Note that
in other technology nodes, some trends may reverse (e.g.,
temperature increases might lead to larger transistor drain
current [10] and thus smaller delays/faster speed in smaller
nodes due to the reverse temperature dependence [1]]) while
others may stay the same (e.g., impact of BTI [3]]). However,

1. Lowering V4 reduces energy in the super-threshold region until
an optimal energy point that occurs at or near the threshold voltage.



our proposed characterization, analysis and optimization
flow will still apply.

The rest of this paper is organized as follows: Sec-
tion 2] summarizes existing related work. Section [3] demon-
strates the limitations of existing methods in quantifying
degradation-induced errors and explains our novel method
using degradation-aware cell libraries. Afterwards, we in-
vestigate and compare in Section [ the resulting delays
and errors under individual and combined impact of voltage,
temperature and aging degradations. Then, we present in
Section 5| how accuracy and efficiency can be traded off us-
ing voltage overscaling under the combined impact of volt-
age, temperature and aging degradations. Section [6| demon-
strates our evaluation results and comparisons against state
of the art. Finally, Section [7] concludes our paper.

2 RELATED WORK

The impact of voltage reductions alone on timing errors has
been extensively studied for energy improvements in both
fault-tolerant and -intolerant systems [6]], [7], [12]. In fault-
tolerant approximate computing [7], voltage overscaling has
been employed to save energy while accepting resulting
timing errors, using circuit modifications [13[]-[17], error
correction [18]-[20] or combinations of techniques [21] to
minimize the impact of timing errors. By contrast, better-
than-worst-case design techniques, like Razor [6], aim to
correct rather than accept errors from voltage overscaling
or reduced guardbands. Recently, [22] employed voltage
overscaling to trade off energy with quality in the context of
coarse-grain reconfigurable architectures. They also showed
that voltage reductions can separately minimize aging ef-
fects, but did not consider how aging in turn affects errors.

Unlike voltage, only few works have studied the impact
of temperature- and aging-induced degradations on timing
errors. To accurately model how timing errors due to aging
or temperature standalone propagate to faults at the sys-
tem level, aging- and temperature-aware cell libraries were
proposed [2], [5]. Alternatively, [23] proposed a microarchi-
tectureal stuck-at-0 fault model that avoids expensive gate-
level simulations. However, such a simplified model (at the
microarchitecture level) cannot accurately capture the im-
pact of various effects of how timing errors originating from
lower levels (i.e. device and gate levels) are masked and
propagate. Our analysis (details in Section [3) demonstrates
that the same delay increase caused by different sources
of degradation (temperature, voltage, aging) can result in
significantly varied error probabilities at higher levels.

As an alternative to voltage scaling, [24] and [25] recently
proposed to trade off efficiency with accuracy by means
of timing guardband reduction without voltage reduction
(i.e. increasing the performance in exchange for a certain
amount of incurred probability of error (Peyror) by narrow-
ing guardbands and running the design at a faster clock).
Similar to voltage overscaling, such a technique provides
an efficiency improvement under a specific Perror con-
straint. To avoid catastrophic errors and actually minimize
efficiency losses, [24] and [25] then applied approximate
circuit design principles. However, they either necessitate
permanent modifications in the design functionality or they
deal with aging or temperature effects standalone.

There are several techniques to minimize aging effects
using voltage scaling as a knob, such as [26], [26]-[35]. The
aim of such techniques is to sacrifice performance while
reducing peak temperatures or decelerating aging effects.
Facelift [28]], for instance, adjusts the V4 of CPUs in a multi-
core system in such a way that aging rate becomes bal-
anced among various cores. Such techniques do not study
the combined impact of degradations. They also quantify
aging by AVy, and do not translate that degradation into
the corresponding circuit’s delay increase or errors. While,
AVyp, is a proper metric to quantify aging at the transistor
level, it cannot capture aging effects either at the circuit
or system level. In fact, estimating accurately the required
timing guardband and hence the resulting performance
and efficiency losses is what matters for designers at the
circuit level when quantifying degradation effects. More
importantly, translating the degradation effects into the
corresponding P, is what designers at the system level
ultimately require when trading off efficiency and accuracy.

3 QUANTIFYING DEGRADATION ERRORS

As explained, even though temperature, aging and voltage
reduction impact the electrical characteristics of MOSFETs
in different ways, all of them similarly manifest themselves
as a degradation in the speed of gates. Thus, the delay
of the critical paths of a circuit enlarges and consequently
timing violations occur unless a sufficient guardband is
employed. Every violated path leads to an error in one of the
components of the circuit. For example, in arithmetic units
(e.g., multipliers, adders, etc.), timing violations manifest
themselves as errors in the performed computations. One
can calculate the probability of error (Pe;.,o,) resulting from
the studied degradation (e.g., voltage, temperature, aging)
using a statistical analysis. Achieving such an analysis repre-
sents concisely our goal in this section. Note that state of the
art (e.g., [4], [5]) quantifies the impact of degradation effects
solely with respect to delay increase. While such a metric
properly represents the impact of the studied degradation
at the circuit level, it cannot describe how the incurred timing
violations will later cause errors at the system level. Instead,
we translate degradations into P.;,,r, which can serve as a
more meaningful metric to trade off accuracy (i.e. accuracy
loss) with efficiency at the system level.

To achieve that, we create standard cell libraries con-
taining the detailed delay and power information for every
sequential and combinational gate under the studied degra-
dation effects. We then employ these libraries to perform
detailed degradation-aware timing analysis and gate-level
simulations of various components, such as arithmetic units,
under different degradations and timing constraints to com-
pute the resulting P.,,,, using a statistical analysis under
various scenarios.

3.1 Limitations of Existing Methods

State of the art typically quantifies the impact of degradation
effects —due to voltage overscaling, temperature increase,
or aging— on circuit delay by analyzing how the delay of
few logic gates [4], [28] or the delay of a ring oscillator
(RO) [36] will be increased when that particular degradation
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Fig. 3. Distributions of temperature- and voltage-induced gate delay
increases in a 45nm standard cell library. The delay of gates can be
affected differently under the same change in T" or V4 |37].

occurs. Based on such an abstracted analysis, the predic-
tions are later generalized towards studying the impact of
the degradation effect on the delay of the entire circuit.
Other state of the art [13] extracts the critical path of a
circuit (C'P) and then analyzes it using SPICE simulations
to accurately quantify how the studied degradation will
increase the delay of that path. In all cases, existing state
of the art aimed at analyzing how the delay of circuit is
affected by degradation effects, always studies an individual
degradation (i.e. voltage, temperature or aging) standalone
and none of the existing work investigated the combined
impact of multiple degradation effects, as is our focus.

To demonstrate why the aforementioned methods to

study the impact of degradation effects are inaccurate, we
analyze in the following how changes in temperature and
voltage can affect the delay of standard cells as well as
the delay of paths within a circuit. A similar analysis with
respect to aging effects, instead of voltage and temperature,
is available in our previous work [5].
Standard cells under degradation effects: Fig. 3|[37] shows
the impact of temperature and voltage changes on the
delays of gates within a 45nm standard cell library [38]
obtained using HSPICE simulations. As shown in Fig. B(a),
the same temperature reduction of 50°C differently impacts
the delay of different gates. The delay decrease can be
merely 0.6% and up to 49%. Analogously, a voltage decrease
of 0.2V can differently impact the delay of gates. As shown
in Fig. B[b), a variance in gate delay increases between 2.5%
and 81% can be observed.

In addition, the same gate itself can be differently in-
fluenced by the same 7" and/or V4 change. This is due
to the operating conditions (OPC's) of a gate (i.e. output
load capacitance and input signal slew of gate) determining
how the delay changes of pMOS and nMOS transistors
within the gate can magnify or cancel each other towards
impacting the overall gate’s delay. Fig. i demonstrates the
delay decrease of a single Inverter (/NV_X1) in isolation
when the temperature decreases from 75°C to 25°C under
7 x 7 fixed input signal slews and output load capacitances
(similar to what is done in any typical standard cell library,
e.g. [38]). We also used HSPICE simulations to accurately
measure the Inverter’s delay under every OPC. As shown
in Fig. 4} the delay decrease of the Inverter due to such a
50°C reduction is inconsistent and it strongly depends on
the OPC. Similar observation can also be made when the
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Fig. 4. Role of OPC's in determining the impact of a temperature and
voltage change on the delay of an Inverter.

voltage decreases from 1.2V to 1.0V. Note that other more
complex gates (e.g., D-FF consisting of > 25 transistors) can
have even a more complex OPC dependency and timing
behavior. Furthermore, in practice, when embedded in a
larger circuit, the OPC of a gate will itself change with
temperature and voltage. A gate’s OPC is determined by
the also temperature- and voltage-dependent characteristics
(such as capacitance) of its surrounding gates within the
netlist. This makes the actual relationship between temper-
ature, voltage and delay increases even more complex.

The above analysis demonstrates that the role of OPC's cannot
be neglected when modeling the effects of degradations on the delay
of gates. Analyzing solely the delay of one or few gates under a
single operation condition (OPC's), as done in state of the art, is
insufficient to accurately model the impact of degradation effects
on the delay of a circuit.

Impact of degradations on the critical paths of circuits:
Since the same degradation can differently impact the delay
of gates and even the delay of the same gate itself, the
prospect that a path that formerly (i.e. before the degrada-
tion) was critical will not remain critical any more needs to
be considered. We show in Fig. [5|a motivational case study,
which represents the scenario of exploiting a temperature
reduction to adjust and reduce voltage correspondingly.
When the temperature drops from 85°C to 25°C the C'P
has been switched from path; to pathy (see Fig. Bfa, b)).
Then, when the voltage drops from 1.2V to 0.98V, the CP
switches again and it becomes paths (see Fig. [5{c)). Note
that both path; (before degradation) and paths (after T
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and Vjq changes) have a similar delay at the end even
though they have an entirely different internal structure.
This demonstrates further why looking to initial C'Ps might
be misleading when it comes to analyzing the circuit’s delay
under degradation effects. Concisely, considering solely the
initial C'P is not sufficient as potentially other paths may be-
come critical. Furthermore, considering the top % of C'Ps
may not also be a practical solution because determining an
x that is guaranteed to include all paths that may become
later critical is not feasible.

Hence, analyzing the timing of the entire circuit’'s netlist
(i.e. not only the original critical path or a few critical paths)
is indispensable to accurately modeling the effects of degradation
effects on the circuit’s delay.

Accuracy of ring oscillator-based predictions: A ring os-
cillator (RO) typically consists of a feedback loop of an
odd number of inverters to produce an oscillation fre-
quency predicting delay increases/decreases. Degradation
effects due to a change in voltage, temperature or aging
directly influence the delay of inverters and thereby the
number of oscillations. With careful calibrations, a delay
increase/decrease can be predicted based on the changes
in oscillations. However, the same temperature or voltage
change can differently impact the gates’ delay, as demon-
strated in Fig. [} This brings up the critical question of “how
good is the RO in predicting the impact that degradation effects
actually have on the critical path of circuit?”. To investigate

that, we study a typical RO of 15 stages [40]. We compare
the predicted delay increase with the RO against the actual
delay increase of the C'P of a 32-bit multiplier. The latter
has been obtained by the Synopsys Timing Analysis tool
along with our created degradation-aware cell library that
corresponds to the targeted temperature or voltage case.
Fig. [6| presents the comparison results for both temperature
and voltage scenarios.

As observed, in both scenarios, there is a noticeable error
in RO-based predictions reaching 18% and 29% for the
temperature and voltage scenarios, respectively. In fact, such
large errors demonstrate why one cannot rely on RO-based
predictions to accurately quantify the impact of degradation
effects (i.e. voltage, temperature or aging) on circuits” delay.
In summary: All in all, accurately analyzing the timing
behavior of circuits by means of existing EDA tool flows
(using their mature algorithms evolved over decades) along
with detailed cell libraries that contain accurate delays of
standard cells under combinations of degradation effects
(voltage, temperature, aging) is indispensable — This holds
even more when considering the combined, instead of the individ-
ual, impact of these degradations due to the complex interactions
between them at the physical, transistor and gate levels.

3.2 Our Degradation-Aware Cell Libraries

In our work, we leverage the concept of degradation-aware
cell libraries for aging and temperature effects from [2],
[5]. However, we extend the process of library creation to
further consider the effects of voltage reduction and the
combined impact of these degradation effects. To explore
a wide design space, we target the following operating
ranges: For temperature, we consider a range from room
temperature (25°C) to a worst-case temperature of 125°C
in steps of 1°C. For aging, we estimate AV}, at different
temperatures, voltages and lifetimes (see Section [6) and
use that to create corresponding aging-aware cell libraries.
We considered BTI aging only because it is the dominant
aging mechanism [3]. However, to additionally consider
other aging mechanisms that also impact the transistors’
delay like Hot Carrier Injection (HCI), a combined model
of BTI and HCI [11] can be employed during the cell library



creation process in which the overall V};, increase, caused
by BTI and HCI together, is estimated. Finally, regarding
voltage, we consider the range of 1.2V to 0.5V in 50mV
steps. We generate cell libraries that model both individual
and joint combinations of voltage-, temperature- and aging-
induced degradations. All cell libraries have been created
based on the 45nm open-cell library from Nangate [38]
and the Predictive Technology Model (PTM) of transistors
at the 45nm technology node [41], where HSPICE circuit
simulations [42] are employed to characterize the delay and
leakage/dynamic power of every gate under the individual
and combined effects of temperature, aging and voltage
degradations. Resulting degradation-aware cell libraries are
compatible with existing commercial tool flows. Therefore,
we can directly employ them to perform logic synthesis and
timing analysis without any modifications. Our created cell
libraries under the combined impact of voltage, temperature
and aging are available at [43].

3.3 Probability of Error Calculation

After creating degradation-aware cell libraries, we employ
them to perform detailed gate-level simulations and trans-
late degradation-induced delay increases into correspond-
ing system-level Pe,,... Fig [ﬂ demonstrates our imple-
mented flow to translate degradation effects in an RTL
component (e.g., adder, multiplier, etc.) into corresponding
Perror. In this work, we calculate P, as, effectively, the
error rate (ER). However, our approach is not limited to
a specific error metric. Other metrics, e.g. worst-case or
mean error, can be analogously considered when computing
errors. We first synthesize the RTL of components to be
characterized. We then perform a static timing analysis for
the generated gate-level netlist under the desired degrada-
tion using the corresponding cell library. This provides us
with the detailed information in standard SDF format of the
delay of every gate within the netlist under the effects of
the studied degradation. Finally, we perform simulations
of the gate-level netlist for a given clock frequency with
full, reduced or no timing guardband. Timing violations will
represent themselves as errors in the outputs of the circuit.
Any such error is considered an error of the component
in this cycle, and we compute P, as the fraction of
simulated cycles with errors. In our implementation, we
employ a Synopsys tool flow to perform the required RTL
synthesis and static timing analysis (STA). We use ModelSim
from Mentor Graphics for all gate-level simulations.

The probability of error analysis is input-dependent.
Therefore, we employ a system-level simulator to extract the
input data while applications are being executed. To deter-
mine the ultimate application-level effect of degradations,
the output of gate-level simulations under the effects of
degradation-induced errors (from Fig.[7) can, in turn, be in-
jected back into the system-level simulation to quantify how
the Quality-of-Service (QoS) is affected, as will be shown in
our final experimental validations (see Section [6.4).

3.4 Degradation Effects

We employ our framework to analyze the resulting delay
increase and P, when voltage overscaling is performed
without taking temperature and aging effects into account.

= I Instruction
Applications I
« RTL component Degradation-aware input traces.
« Baseline cell library cell library P Perror

Gate-level

Synopsys Logic | netlist, | Synopsys Static |delay info,
Synthesis (.v) 7 [Timing Analysis simulation

“Baseline” critical path delay (absence of degradation)

Fig. 7. Our proposed methodology for translating degradation effects into
error probability. Degradation-aware cell libraries are employed either
under individual or combined effects of temperature, aging and voltage.

We call this technique as done in the existing state of the
art, Temperature- and Aging-Unaware Voltage Overscaling
(T/A-Unware VOS). We demonstrate the obtained results
in Fig. |8 in comparison with our proposed work (T/A-
Aware VOS) in which voltage overscaling is performed
under the combined impact of voltage, temperature and
aging degradations. All analyses presented here and later
in Sections (@ and [f) are done for a 32-bit multiplier with
input data from the “gaussian” benchmark being executed
on top of a GPU (implementation details in Section [6.T).
Fig. [B(a) shows the normalized increase of delays from
voltage scaling alone versus combined delay increases when
considering a circuit at maximum temperature and aging,
which are in turn both affected by scaled voltages. As can be
seen, primary delay increases due to voltage scaling always
dominate delay decreases due to the secondary impact of
voltage on temperature and aging, i.e. combined delays in
both cases increase monotonically with reduced voltages,
but the opposing effect of voltage on temperature and aging
helps to reduce combined delay increases by more than 10%.

We further analyze the impact of voltage-dependent
delay increases on probabilities of error. In our T/A-Aware
VOS, temperature and aging effects are thereby protected
against using a timing guardband (see Eq. [6) that corre-
sponds to worst-case temperature (125°C) along with worst-
case aging at the end of lifetime (10 years) experienced
at worst-case, i.e. nominal voltage. As can be noticed in
Fig. b), the resulting Pe,,o, at every reduced voltage step
in our T/A-Aware VOS is always lower than the resulting
P..ror In the case of T/A-Unware VOS. This is because
(1) delay increases are smaller as shown in Fig. [B(a) and
(2) since maximum temperature and aging are reduced,
the included timing guardband can help mitigate timing
violations induced by voltage overscaling, which leads to
less timing errors and thus smaller P,

This demonstrates that the full potential behind voltage over-
scaling is larger than what it has been often assumed because
the resulting Pe,ror when accounting for temperature and aging
effects (which will naturally and inevitably occur in conjunction
with voltage overscaling) is in reality smaller than what state of
the art used to estimate.

It is noteworthy that our analysis shows that delay
increases do not directly translate into equivalent error
probabilities, i.e. that there is a non-obvious and non-monotonic
relationship between delay increase and P,r,or. Furthermore,
we consider here conservative timing guardbands covering
worst-case temperature and aging degradations. However,
due to the interdependencies between voltage, temperature



and aging, reductions in voltage will mitigate both temper-
ature and aging. Hence, smaller guardbands can be used.
In Sections @] and , we focus on further breaking down
the impact of voltage, temperature and aging on delay and
energy, and the impact of delay and timing guardbands on
Perror when aiming for voltage overscaling.

4 DELAYS AND ERRORS UNDER VOLTAGE, TEM-
PERATURE AND AGING DEGRADATIONS

We apply our characterization to first investigate the effects
of voltage, temperature and aging on a 32-bit multiplier
individually. Fig. [0] shows the critical path increase along
with the resulting Pey,or when no timing guardband is
employed, i.e. when components are operated at their nom-
inal “baseline” frequency obtained from synthesis in the
absence of any degradations. To calculate P, gate-level
simulations are performed for >30M inputs obtained by
tracing the operands of multipliers in a Graphics Processing
Unit (GPU) while executing a representative application (see
Section [6). As Fig. [f] shows, similar delay increases caused
by the three different degradations (voltage, temperature,
and aging), result in different Pe,ror. Therefore, using delay
increase as a metric is misleading when it comes to quantifying
the impact of degradations at the system level.

To Dbetter highlight the relationship between
degradation-induced delay increase and the resulting
Perror, we summarize these trade-offs for the multiplier
under temperature, aging and voltage effects in Fig. (10} As
can be seen, for the same delay increase, voltage reduction
leads to the smallest P, in general. This is due to the
fact that even when the same amount of delay increase is
induced, the distribution of delays and hence the number
of violated paths varies based on the source of degradation
(voltage, temperature or aging). As shown in Fig. |10} with a
delay increase of 15% in the C'P, voltage reduction results
in only 10 violated paths, while aging and temperature lead
to 33 and 34 violated paths, respectively. This is mainly due
to the fact that different degradations impact the transistor
parameters (e.g. Vin, 1, Ion, etc.) differently, as explained
earlier in Section |1} This indicates that when trading off delay
increases due to voltage, temperature, aging, allowing for timing
violations due to voltage reduction has the least impact on errors.
This further motivates voltage overscaling as an effective and
attractive means to trade off efficiency with accuracy—especially
when multiple degradation effects are considered.

At the same time, as discussed before, increases in circuit
delays due to voltage scaling (see Eq. are offset by
reductions in temperature and aging. This allows trading
off temperature and aging guardbands (i.e. performance)
for V44-induced delay increases (i.e. energy) under voltage
reductions and a given error constraint. Within this con-
text, it is not beneficial to operate circuits under better-
than-worst-case temperature and aging guardbands. As dis-
cussed above (Fig.[I0), compared to temperature and aging,
timing violations due to voltage reduction lead to relatively
smaller P,,,.. Conversely, for a given upper bound on
Perror, larger timing violations due to voltage reduction
can be tolerated compared to temperature and aging. For
example, for a Perror = 0.08, Fig. [10|indicates that only an
around 5% violation of aging or temperature guardbands
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Fig. 8. Delay and Pe,ror due to temperature- and aging-unaware voltage
overscaling (T/A-Unware VOS) as done in prior art vs. temperature- and
aging-aware overscaling (T/A-Aware VOS) proposed in this work.

are sustainable. By contrast, an up to 20% delay increase
due to voltage reduction can be tolerated. As shown in
Fig. EKC), this corresponds to a V4 reduction from 1.2V to
1.05V, which will in turn reduce temperature and aging by
more than 6% and 50%, respectively.

These reductions in maximum temperature and aging
can then be leveraged to narrow their guardbands accord-
ingly. Thus, instead of operating at a given voltage with 5%
loosened/violated guardbands, the circuit can be scaled to a
lower V4 resulting in smaller energy and worst-case guard-
bands while meeting the same P, constraint. Fig.
summarizes these relationships for the 32-bit multiplier. For
each P, constraint, it shows the minimally achievable
voltage, power and associated reductions in temperature
and aging that meet the constraint.

5 TRADING OFF ACCURACY WITH EFFICIENCY

We address the problem of maximizing energy-performance
efficiency for a given accuracy constraint (represented as an
upper bound on Fe,,. for each component in a design)
under the joint impact of voltage, temperature and aging. As
previously explained, both temperature and aging strongly
depend on voltage. Therefore, voltage reduction provides a
threefold gain: (1) It results in considerable savings in both
dynamic and leakage power (see Eq.[I); (2) It minimizes the
required timing guardband to protect against temperature
effects because lower voltage directly leads to lower on-chip
temperatures (see Fig. [I); and (3) It minimizes the required
timing guardband to protect against aging effects because
lower voltage together with lower temperature leads to a
considerable reduction in aging-induced degradation (see
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Fig. ). Thus, voltage overscaling not only improves energy but
also mitigates the delay increase from aging and temperature lead-
ing to smaller associated guardbands and increased performance.
In contrast to the isolated analysis in Figs. 9] and
Perror in the final system will be determined by a combi-
nation of voltage reduction and corresponding temperature and
aging degradations, as demonstrated in Fig.[T1] Fig. [12] shows
our flow for finding an operating point of a design that max-
imizes efficiency for a given accuracy constraint under the
combined impact of voltage reduction, aging and temper-
ature effects. We first determine the minimum voltage that
meets a P, below the predetermined accuracy constraint
for each component in the design. Starting from the nominal
voltage, we iteratively reduce V4 and translate the reduced
Viq in each step into a resulting P, ., (under the combined
voltage, temperature and aging effects) for each component.
We keep reducing V4 as long as all the resulting P, re-
mains below the predetermined per-component constraints,
as described in Section [3.3|and Fig.[7} At every reduced Vyq
step, the resulting power savings are evaluated and used
to estimate a corresponding peak temperature reduction as
well as the associated temperature guardband (7). Fur-
thermore, based on the resulting temperature along with the
Vaa level, aging-induced degradations and the associated
aging guardband (Ag,) are estimated. Converting tempera-

ture and aging into corresponding guardbands is performed
using static timing analysis with degradation-aware cell
libraries as described in Section [B|and Fig.[7} Details on how
power, aging and temperature are estimated are presented
in Section [f| along with details on the experimental setup.
Finally, based on the voltage level along with the resulting
temperature and aging, timing errors under the combined
effects of voltage, temperature and aging are analyzed with
estimated temperature and aging guardbands includedﬂ
This provides us with the overall P, at that voltage
level. Fig. 11| presented earlier shows an example of power,
temperature and aging savings along with the minimum
Viaq over a range of P,y constraints for a 32-bit multiplier
in a GPU. After determining the minimum V4, the result-
ing power savings together with the reduced temperature
and aging guardbands are used to evaluate the efficiency
improvement.

To evaluate the effectiveness of our temperature- and
aging-aware voltage overscaling (T/A-Aware VOS) tech-
nique, we implemented the following two versions:

(1) Fixed T/A-Aware VOS: The circuit here is protected
against temperature-induced and aging-induced degrada-
tions through employing fixed timing guardbands (A4, and
Typ) that correspond to the worst-case temperature (125°C)
and worst-case aging at nominal voltage. In such a case, the
employed guardbands are conservative and constantly ap-
plied throughout even through temperature and aging effects
might become less at lower voltages.

(2) Adaptive T/A-Aware VOS: The circuit here is protected
against temperature-induced and aging-induced degrada-
tions through employing adaptive timing guardbands (Ag
and Ty;) that correspond to the actual worst-case temper-
ature and aging degradations induced at the new reduced
voltage level. In such a case, the employed guardbands are
not conservative as they will be small, yet sufficient to protect
against temperature and voltage effects at lower Vgq.

In Fig. [13] we summarize the evaluation results for ef-
ficiency improvement represented by (a) energy improve-
ment, (b) delay improvement, and (c) the improvement in
energy-delay product (EDP) of the 32-bit multiplier. As can
be noticed, fixed T/A-Aware VOS technique provides (under
the same P.,,,, constraint) better results than an adaptive
T/A-Aware VOS w.r.t. energy improvements (see Fig. [13(a)).

2. Estimated temperature and aging guardbands are used to deter-
mine the final frequency for the design as shown in Eq. @
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ature and aging have a strong dependency on voltage. Thus, reducing
V44 effectively mitigate both of them.

The delay improvement obtained due to timing guardband
adaptation is demonstrated in Fig. [[3[b). As can be seen,
the higher the P, the larger the gain in the delay
improvement. This is because when we loosen the P;or
constraint (i.e. accepting more errors), a lower Vyq will be
selected leading to a further mitigation for temperature and
aging effects. Hence, narrower timing guardbands (A4, and
Typ) will be needed resulting in a larger delay improvement.
Finally, Fig. [13(c) shows the EDP improvement. As can be
seen, adaptive T/A-Aware VOS achieves better results under
the same P, constraint than fixed T/A-Aware VOS, which
is mainly due to the delay gains from at similar energy when
using guardband adaptation (see Fig.[13|b)).

Concisely, under the joint effect of temperature, aging and
voltage, combining voltage reductions with adaptively ex-
ploiting associated temperature and aging guardband re-
ductions will provide the best trade-off between accuracy
and efficiency. Not only does it maintain close-to-maximum
energy savings, it also minimizes the performance loss (caused by
temperature and aging guardbands), leading to further improve-
ments in overall efficiency.

6 EVALUATION AND COMPARISONS

We evaluate our approach by applying it to the multipliers
in a General Purpose Graphics Processing Unit (GPGPU).
In our experiments, we assume that the critical paths of
GPUs [46] typically pass through the multipliers. To further
validate this assumption, we synthesized an open-source
RTL of GPU [56] using our baseline 45 nm standard cell
library, where we observed that the multipliers are in fact on
the critical paths. Similar to existing approaches in the volt-
age overscaling and approximate computing domain [7],
we assume that control blocks/stages that can not tolerate
errors are separated and protected against degradations
through traditional schemes, such as stronger gates [44].
Note that our approach is not specific to multipliers or
GPUs and can be applied to other units and general systems.
In practice, our technique provides designers with a new
degree of freedom in which accuracy is traded off with effi-
ciency. We use GPUs as an example since they are typically
power-hungry and suffer from high temperatures due to
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Fig. 12. Our design flow for finding the minimum V;; and associated
power savings and reductions in temperature and aging guardbands that
can be sustained for a given Pey,ror coOnstraint.

elevated power densities. It is noteworthy that arithmetic
units in GPUs account for up to 20% of total power [45].
Furthermore, applications running on top of GPUs, such as
multimedia, image/graphics or video processing, can often
inherently tolerate errors and therefore allow for a certain
Perror to be accepted without otherwise applying fault-
tolerance or error correction mechanisms. Note that our
approach equally applies to applications that are not error-
tolerant, but in such cases other techniques to cope with
faults [47]-[51] (e.g., redundancy) need to be additionally
included.

6.1

We employ GPGPUSIim [52] as a cycle-accurate instruction-
set simulator for a typical NVIDIA Fermi GPU architecture.
The simulated architecture consists of 16 streaming multi-
processors (SMs) each with 32 multipliers of 32-bit width.
We apply the same P, constraint to all multipliers
and find the smallest Vy; that satisfies all constraints. The
simulator enables us to trace the activities of microarchi-
tecture components while executing applications. We select
various representative benchmarks from the CUDA SDK
(a.k.a Ispass) [52] and Rodinia [53] GPU benchmark suites.
We examined a wide variety of applications, where we
excluded those that cannot tolerate any errors. We connect
GPGPUSIim with GPUWattch [45] to extract the overall
power traces of each application over its execution time.
For consistency with our characterization flow at the device,
gate and circuit levels (details in Section [3), we configure
GPUWatch to target a 45nm technology node with operating
voltages from 1.2V to 0.5V. Extracted power profiles of
each application are then employed to obtain the result-

Experimental Setup
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Fig. 13. Comparison between fixed and adaptive temperature- and
aging-aware (T/A-Aware) VOS when accuracy is traded off with effi-
ciency under the combined impact of voltage, temperature and aging.

ing temperature profile using the thermal HotSpot simu-
lator [54]. For aging, we employ a state-of-the-art physics-
based aging model [3]], which accurately estimates AV,
induced by BTI under the dependency of temperature and
voltage. We consider peak temperature and estimate AV;,
under worst-case activity factors (i.e. under a continuous
BTI stress). This matches traditional worst-case analysis to
determine timing and aging guardbands, respectively. In
our error analysis and optimization, it results in a con-
servative analysis of FPe,ror. In case of aging, note that in
recent technology nodes, the dependency of BTI on activity
factor is weaker [3], [55]. Furthermore, as explained earlier
(Section 3.2), the effects of HCI aging mechanisms can be
additionally considered be employing a physics-based aging
model that estimates overall AV;;, under the joint impact of
BTI and HCI. Finally, we employ temperature- and aging-
aware timing analysis using degradation-aware cell libraries
presented in Section[3|to translate reductions in temperature
and aging into the corresponding reductions in temperature

70- Fixed T/A-Aware VOS m Adaptive T/A-Aware VOS

EDP improvement [%]

Benchmarks

Fig. 14. Comparison between fixed and adaptive Temperature- and
Aging-Aware VOS in terms of energy-delay product (EDP) improvement
as a result of @ Peyror constraint of 0.15.

and aging guardbands (i.e. Ty, Agp). At every voltage step,
resulting temperature and aging due to the reduction in
voltage are estimated and a cell library is created under
the joint impact of voltage, temperature and aging. In our
experimental setup, we use predetermined temperature and
aging levels for each Vg extracted from offline analysis of
examined applications.

As explained in Section 3} our approach to translate
timing violations induced by voltage reduction into corre-
sponding Pe,.r needs the input operands of the studied
arithmetic component (i.e. multiplier) in order to drive the
required gate-level simulations and thus calculate Pe,.., as
shown in Fig. || To obtain such input traces, we modify
GPGPUSim to trace the input operands of multipliers while
the GPU executes an application. Finally, to evaluate how
the resulting errors influence the final output of a running
application, the complete output traces from the multipliers
obtained from gate-level simulations are injected back into
GPGPUSim. This enables us to see how timing violations
originating at lower (i.e. device, gate and circuit) levels will
finally translate into application-level errors.

6.2 Accuracy and Efficiency Trade-offs

To evaluate the achievable efficiency improvement at dif-
ferent P.,,,r constraints, we quantify the energy and delay
savings when our technique is applied to the multipliers of
the GPU. Energy savings stem from power savings due to
Vaq reduction. Delay savings stem from minimizing tem-
perature and aging guardbands. Note that smaller timing
guardbands mean less performance loss as Eq. [f] clarifies.
The efficiency improvement, at a given P, constraint,
is calculated as a relative reduction in the energy-delay
product (EDP) compared to a baseline in which the system
operates at nominal V;q with complete temperature and
aging guardbands (i.e. no accuracy loss since the reliability
is fully sustained and thus no timing errors will occur).

We first extend our evaluation presented in Fig.[13(c), in
which we compare between fixed and adaptive T/A-Aware
VOS, to cover more application scenarios. As can be noticed
from Fig. (14} our adaptive T/ A-Aware VOS technique always
provides a higher efficiency (represented by EDP improve-
ment). As such, we use it for the remaining evaluations.
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(Perror) lead to larger efficiency improvements due to the lower selected V4 level.

Fig [15| then further details the achieved energy savings
along with reductions in temperature and aging guardbands
for different P, constraints using our adaptive T/A-
Aware VOS technique. As expected, for a higher P, ,,,, the
achieved savings are increased due to the lower operating
voltages being selected. For instance, when Py, is 0.2,
the savings in energy, Ty, and Ag, reach on average 44%,
7.2% and 96%, respectively. Note that the high aging reduc-
tions are due to aging-induced AV, having an exponential
dependency on voltage and temperature as demonstrated
in Fig. 2} Therefore, reductions in temperature and voltage

from applying our technique lead to such aging timing
guardband reductions.

Finally, Fig.|16|demonstrates the trade-off between accu-
racy and efficiency under the joint effect of temperature, ag-
ing and voltage. As can be noticed, a higher P, leads to a
higher EDP improvement. For example, a Peyror Of merely
0.05 provides an average 34% and up to 58% increase in
EDP. For a higher Pe,o of 0.1 and 0.4, the EDP improve-
ment reaches on average 41% and 67%, respectively.

Another observation obtained from this analysis is that
an efficiency improvement of 25% (on average) can be
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(a) For the same Perror constraint of 0.05, adaptive T/A-Aware VOS
achieves higher efficiency improvement (represented by EDP).

m T/A-Aware VOS [our] m state of the art

100

0.25

Probability of error
o
=
ot
Improvement over the
state of the art [%]

QQ' ‘&(’ Q,Q(oé"o

&OQ _%\Q,Q & » qﬁ
8

Benchmarks

(b) For the same efficiency improvement of 30% (represented by EDP),
our adaptive T/A-Aware VOS always results in smaller Perror-.

Fig. 17. Comparison between state of the art voltage overscaling
(e.g. [31]), which is temperature- and aging-unaware (T/A-Unaware
VOS), and our voltage overscaling (adaptive T/A-Aware VOS) in which
the combined impact of voltage, temperature and aging is considered.
Left and right y-axis show the resulting Pe,ror and the achieved im-
provement, respectively.

achieved even under a P...o- constraint of 0 (i.e. when
accuracy loss is not tolerated). This is because baseline
guardbands are overly conservative. E.g., applications in
reality never reach a maximum temperature of 125°C (the
maximum temperature observed across our evaluated ap-
plications is 107°C) even at nominal voltage. Furthermore,
baseline guardbands are set based on an isolated and ad-
ditive analysis of worst-case temperature and aging degra-
dations, where combined delays along each gate in a cir-
cuit path in reality never all reach worst-case temperature
and aging contributions simultaneously. All combined, this
allows guardbands and/or voltage to be scaled over the
baseline without incurring any timing errors.

6.3 Comparisons with State of the Art

Voltage overscaling has long been used to trade off effi-
ciency and accuracy [4], [26]-[35]. Specifically, approaches
similar to [31] aim to reduce the chip’s operating V4 to
reduce energy consumption and to mitigate aging degra-
dation. However, all of the previous work has studied the
effects of voltage overscaling on timing errors in isolation
from temperature and/or aging effects. In other words,
timing violations in state of the art voltage overscaling
originate solely from the impact of voltage reduction on
prolonging delays of circuit paths, and effects of tempera-
ture and aging were neglected assuming the circuit will be
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(a) For the same Perror constraint of 0.05, our adaptive T/A-Aware
VOS results in 33% higher efficiency (represented by EDP).
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(b) For the same efficiency improvement of 30% (represented by EDP),
our adaptive T/A-Aware VOS results in 60% smaller Perror.

Fig. 18. Comparison between state of the art timing guardband reduc-
tion (TGR) |24], which aims at loosening guradbands to gain efficiency,
and our voltage overscaling (adaptive T/A-Aware VOS) in which the
combined impact of voltage, temperature and aging is considered. Left
and right y-axis show the resulting Perror and the achieved improve-
ment, respectively.

protected against them using traditional schemes, e.g. by
including the required timing guardbands.

In the following analysis, we investigate the conse-
quences of looking at the voltage reduction as a sole source
of degradation instead of considering the combined impact
of voltage, temperature and aging on timing errors. Such an
analysis allows us to explore the full potential behind volt-
age overscaling when trading off efficiency with accuracy.
Fig.[T7(a) demonstrates a comparison between T/A-Unaware
VOS, which represents state of the art voltage overscaling
(e.g. [31]) in which temperature and aging effects are not
considered, and our adaptive T/A-Aware VOS technique in
which the combined impact of voltage, temperature and
aging is considered. As shown in Fig. [I7(a), under the
same Peyopr constraint, adaptive T/A-Aware VOS always
achieves higher EDP improvements compared to state of
the art T/A-Unware VOS. The improvement reaches on
average around 116% and up to 240%. As discussed in
Section Fig.[8] under the same P,;.,..., T/A-Aware VOS
will result in selecting smaller reduced voltage level lead-
ing to higher energy savings. In addition, the adaptation
in timing guardbands leads to delay improvements (see
Fig. [13(b)). In Fig. [17(b), we compare the resulting Pe,ror
for a given targeted EDP improvement (e.g. 30% in this
analysis) for T/A-Unaware VOS and adaptive T/A-Aware
VO. As shown, our technique results in an average of 73%
(up to 95%) smaller P, compared to the state of the art.
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Fig. 19. Impact of Pe.,ror On the output images when the “RAY” benchmark is analyzed when our proposed T/A-Aware VOS technique is in use.
Errors (obtained from detailed gate-level simulations) are injected into all 32 multipliers within the GPU streaming multi-processor.

This confirms that by looking solely at voltage alone and thus
neglecting temperature and aging effects, a lower effectiveness of
VOS will be perceived.

Apart from voltage overscaling, trading off efficiency
with accuracy can be alternatively done by loosening the
timing guardbands to gain performance [24](i.e. increas-
ing the performance in exchange for a certain amount
of incurred P.,.or by simply narrowing guardbands and
running the design at a faster clock). In Fig. a), we
compare the EDP improvement due to our adaptive T/A-
Aware VOS to a state-of-the-art timing guardband reduction
(TGR) technique [24] under the same F,,,, constraint. As
shown, our technique results in, on average, 33% and up
to 90% better EDP compared to [24], when a constraint of
Perror = 0.05 is targeted. Conversely, for a given targeted
EDP improvement (e.g., 30% in this analysis), our technique
results in 60% less Peyror compared to TGR (Fig. b)). This
is because unlike TGR [24], where efficiency is only gained
due to performance improvements, our technique profits
from both performance and energy improvements.

6.4 Quality of Service Evaluation

Finally, we quantify the ultimate impact of errors generated
by multipliers when our technique is implemented in GPUs.
To visually demonstrate the impact of trading off accuracy
with efficiency, we selected an image processing benchmark
“RAY” from [52] as an example. Fig. shows the final
output images, along with their Peak to Signal Ratio (PSNR)
and the achieved EDP improvement. Note that for human
eyes, a PSNR above 30dB is typically considered an accept-
able level [57]. As can be observed, for a P, of up to 0.10,
EDP is improved by 35% and image quality remains high,
with a PSNR of nearly 30dB. For a larger Pe;, of 0.20, EDP
improvement reaches 53% and the image quality marginally
degrades, with a small PSNR reduction to merely 28.7dB
(i.e. just 1.3dB below the accepted level).

7 SUMMARY AND CONCLUSIONS

In this work, we investigated trade-offs between accuracy
and efficiency under the joint interactions of temperature,
aging and voltage. In systems that can tolerate faults, volt-
age can be overscaled in exchange for improved efficiency.

Our investigation revealed that evaluating voltage overscal-
ing in isolation and solely based on its induced delay in-
crease (as done in state of the art) is misleading, as there are
opposing interactions between degradations, where voltage
impacts temperature and aging with a non-obvious impact
on combined delays and error probabilities. We accurately
model, analyze and quantify joint voltage-temperature-
aging interactions and trade-offs, and we propose a novel
adaptive and temperature- and aging-aware voltage over-
scaling optimization to maximize energy-performance ef-
ficiency under a probability of error (FPe,or) constraint.
Results from applying such an approach to multipliers in a
GPU demonstrate that for a P, of merely 0.05, efficiency
can be improved by 30% with little to no impact on the
final output in an image processing application. Our created
degradation-aware cell libraries under the joint impact of
voltage, temperature and aging are available at [43]]. They
can be directly used within existing EDA tool flows with-
out any further modifications. Therefore, they can enable
designers to accurately evaluate the trade-offs between ac-
curacy and efficiency provided by voltage overscaling using
their standard design flows.
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